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Abstract—While ISPs (Internet service providers) strive to
improve QoE (quality of experience) for end users, end-to-end
traffic encryption by OTT (over-the-top) providers undermines
independent inference of QoE by an ISP. Due to the economic and
technological complexity of the modern Internet, ISP-side QoE
inference based on OTT assistance or out-of-band signaling sees
low adoption. This paper presents IQN (in-band quality notifi-
cation), a novel mechanism for signaling QoE impairments from
an automated agent on the end-user device to the server-to-client
ISP responsible for QoE-impairing congestion. Compatible with
multi-ISP paths, asymmetric routing, and other Internet realities,
IQN does not require OTT support and induces the OTT server
to emit distinctive packet patterns that encode QoE information,
enabling ISPs to infer QoE by monitoring these patterns in
network traffic. We develop a prototype system, YouStall, which
applies IQN signaling to ISP-side inference of YouTube stalls.
Cloud-based experiments with YouStall on YouTube Live streams
validate IQN’s feasibility and effectiveness, demonstrating its
potential for accurate user-assisted ISP-side QoE inference from
encrypted traffic in real Internet environments.

Index Terms—End user, QoE, ISP, QoE-impairment inference,
OTT provider, end-to-end traffic encryption, in-band signaling.

I. INTRODUCTION

ISPs (Internet service providers) have a vested interest in
improving QoE (quality of experience) for end users. Even
mid-path ISPs, which do not have a direct relationship with
end users, aim to enhance QoE to maintain a positive business
reputation, attract and retain customers and peers, and remain
competitive in Internet connectivity markets. The means avail-
able to ISPs for mitigating QoE impairments include traffic
shaping, flow prioritization, and rerouting [1], [2].

To mitigate QoE impairments, ISPs first have to infer
them. Traditionally, ISPs infer QoE independently through
techniques such as per-flow DPI (deep packet inspection),
which examines the payloads of packets flowing through their
routers. However, OTT (over-the-top) providers of streaming
and other services increasingly adopt end-to-end traffic encryp-
tion. For example, YouTube utilizes the QUIC (quick UDP
Internet connections) protocol [3] to encrypt its traffic. Be-
cause end-to-end encryption renders DPI-based QoE inference
ineffective, researchers propose various alternative methods
for extracting QoE insights from encrypted traffic [4]-[11].
Despite the extensive research, independent ISP-side solutions
still face challenges in achieving high performance.

One way for an ISP to improve on independent QoE
inference is by receiving assistance from the OTT provider.
OTT providers run their clients on end-user devices or use
web browsers to engage directly with users through interactive
interfaces. OTT hypergiants like Netflix leverage vast cloud
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and edge infrastructures and operate their own private wide-
area networks to stream content from globally distributed
locations [12]. While OTT providers are well-positioned to
support ISP-side QoE inference with existing technical capa-
bilities [13], [14], they rarely do so in practice. Instead, OTT
providers often cite fairness concerns to advocate for network
neutrality regulations [15], which typically restrict ISPs from
engaging in application differentiation, except during transient
congestion, and generally limit them to supplying basic Inter-
net connectivity.

Whereas OTT providers’ reluctance to assist ISPs in QoE
inference is understandable from the “tussle in cyberspace”
perspective [16], end users have a clear incentive to help ISPs
improve QoE for specific applications [17]. Existing solutions
for user-assisted QoE inference include ALTO (application-
layer traffic optimization) [18] and P4P (proactive network
provider participation for P2P) [19]. These proposals support
out-of-band signaling of QoE information from an end user to
an ISP but do not gain widespread adoption.

To understand the low adoption of out-of-band QoE signal-
ing, one has to consider the complex realities of the modern
Internet. The tiered Internet structure contains thousands of
ISPs providing global connectivity for billions of end users
who consume OTT services. The complex structure features
multi-ISP paths [14] and weaves together entities of different
kinds via diverse but typically bilateral relationships.

Figure 1 illustrates a representative scenario where a con-
gested tier-2 ISP acts as a transit customer [20] of a tier-1
ISP [21], buys partial transit [22] from another tier-1 ISP,
sells transit to two tier-3 ISPs, and peers with a tier-2 ISP via a
private interconnection [23]. It also purchases a remote-peering
service [24] to reach an IXP (Internet exchange point) [25] and
publicly peers at this IXP with another tier-2 ISP. ISP-level
routing is asymmetric, and an OTT service operates its global
private network, receiving client requests through one ISP and
responding through another. When congestion occurs in a mid-
path ISP and impairs QoE, the end user cannot determine
which ISP to contact through out-of-band signaling to mitigate
the congestion [26]. Additionally, the congested mid-path ISP
is unaware of the affected users, and hence cannot contact
them via out-of-band communication, because NAT (network
address translation) [27] alters network flow identifiers.

While the economic and technological complexities of
the modern Internet undermine adoption of seemingly well-
grounded approaches, such as OTT-assisted inference and out-
of-band signaling of QoE, this paper explores a user-assisted
ISP-side QoE inference alternative that relies on IQN (in-band
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Fig. 1: IQN signaling of QoE from the end user of an
OTT service to server-to-client ISPs in the economically and
technologically complex Internet ecosystem.

quality notification), a novel mechanism for in-band signaling
of QoE from an automated end-user agent to server-to-client
ISPs, without requiring any OTT support. We derive the IQN
design from principles of OTT independence, user simplicity,
and Internet compatibility. Our chief insight is that OTT clients
offer interactive features that allow an application on the end-
user device to programmatically trigger a distinct pattern in
server-to-client transmissions. Leveraging this insight, IQN’s
end-user agent induces the OTT server to transmit distinctive
packet patterns encoding QoE, and a server-to-client ISP runs
IQN’s automated ISP agent in its routers to infer the encoded
QoE information by observing these patterns in monitored
network traffic. Akin to SOS, an IQN signal serves as an
emergency notification to unknown ISPs capable of mitigating
transient QoE-impairing congestion.

To assess the feasibility and performance of IQN signaling
in a real Internet environment, we instantiate IQN in a system
prototype. After our preliminary studies show IQN’s effective-
ness for three major OTT services and different QoE factors,
we develop a prototype for inferring stalls of the QUIC-
based YouTube service. This system, named YouStall, emits
IQN signals by toggling the autoplay switch in YouTube’s
interface. The prototype incorporates an Amazon EC2 (elastic
compute cloud) instance [28], which emulates an ISP router
executing IQN’s ISP agent to infer stalls and estimate their
duration. IQN-assisted QoE inference at the router incurs less
overhead compared to the traditional independent ISP-side
QoE inference based on per-flow data-plane DPI. Additionally,
YouStall leverages IQN’s end-user agent for user-side stall
detection by periodically capturing screenshots and identifying
the spinning icon in YouTube’s playback area.

Our experiments with YouStall on YouTube Live [29]
streams of three genres corroborate the promise of IQN
signaling. For example, while the average stall duration across
the three genres exceeds 1.4 s, IQN-assisted ISP-side inference
estimates the duration of significant stalls (those lasting at
least 400 ms) with an average MAE (mean absolute error)

and RMSE (root mean square error) of 231 and 288 ms, re-
spectively. The experiments also evaluate YouStall’s parameter
sensitivity and overhead.

Overall, this paper makes the following main contributions:

1) We propose IQN, a novel mechanism for automated
in-band signaling of QoE from the end user of an
OTT service to server-to-client ISPs responsible for
QoE-impairing congestion. IQN supports accurate ISP-
side QoE inference despite end-to-end traffic encryption,
asymmetric routing, and other Internet realities.

2) The paper presents YouStall, a system prototype that
instantiates IQN by toggling YouTube’s autoplay switch,
enabling ISP-side inference of YouTube stalls.

3) Through cloud-based experiments on YouTube Live
streams, we show IQN’s feasibility and effectiveness.

II. MOTIVATION AND PRINCIPLES

Our paper proposes a novel mechanism for ISP-side QoE in-
ference. Although OTT providers, which directly interact with
end users, are in the best position to assist ISPs in this task,
real-world evidence shows little interest from OTT services in
cooperating with ISPs on QoE measurement and improvement.
On the contrary, OTT providers often complicate independent
QokE inference by an ISP through actions like end-to-end traffic
encryption. Given this reality, we argue that an effective ISP-
side QoE inference mechanism should not expect support from
the OTT service, leading to our first design principle:

Principle 1 (OTT independence): The mechanism should
operate without any support from the OTT provider.

Since end users are the primary beneficiaries of QoE
improvement, they have an incentive to assist ISP-side QoE
inference [17]. However, this assistance should align with the
low-effort role typical of casual users and avoid placing a
significant burden on them:

Principle 2 (User simplicity): The effort required by the
mechanism from the end user should be minimal.

While we allow for limited support from the end user, the
complex structure of the Internet poses practical challenges for
leveraging this support in ISP-side QoE inference. As Figure 1
illustrates, NAT might cause a network flow to change its
identity as it traverses the Internet. Due to asymmetric inter-
domain routing in the tiered Internet structure with multi-
ISP paths [14], an OTT server might receive client requests
through one ISP and respond through another. Consequently,
the ISP responsible for QoE-impairing congestion, and capable
of resolving the issue, might be off the client-to-server path.
This requires end-user support to reach ISPs along the server-
to-client path. Hence, the QoE inference mechanism should
account for such practical Internet constraints:

Principle 3 (Internet compatibility): The mechanism should
function effectively within the realities of the current Internet,
such as multi-ISP paths, asymmetric routing, and NAT.



III. IN-BAND QUALITY NOTIFICATION
A. General IQN mechanism

The design principles outlined in Section II guide our novel
approach to QoE inference by an ISP. While mainstream ef-
forts pursue independent ISP-side QoE inference, they struggle
to accurately infer QoE from encrypted traffic [4], [S]. As per
Principle 1, OTT providers are unlikely to remove encryption
or assist ISPs in inferring QoE through other means. Therefore,
we explore ISP-side QoFE inference assisted by the end user.

The key issue addressed in this paper is QoE signaling
from end users to ISPs. Although ALTO [18], P4P [19], and
other cross-layer designs explicitly support such signaling,
we attribute their low adoption to a mismatch between their
out-of-band nature and the Internet’s structural complexity.
With multiple tiers of ISPs, multi-ISP paths, and congestion
occurring before the last-hop ISP, the end user is typically
unaware of which ISP is responsible for QoE-impairing con-
gestion [26]. Similarly, an ISP is often unaware of the specific
end users due to NAT and other modern Internet realities.
Since the end user generally does not know which ISPs to
notify about QoE impairments via an out-of-band mechanism,
our research focuses on in-band signaling.

According to Principle 3, the signaling mechanism should
be compatible with asymmetric routing and notify ISPs along
the server-to-client path of the OTT service. One possibility
is for the OTT server to reflect in-band signals received from
the end user, similar to how network cookies facilitate network
neutrality [17]. However, this support from the OTT provider
would violate Principle 1. Hence, we seek a mechanism for
in-band signaling to server-to-client ISPs without relying on
OTT support.

End users typically exert low effort when consuming ser-
vices, often limited to installing and running applications
like an OTT client. For example, ECN (explicit congestion
notification) [30], which transmits in-band congestion signals
from networks to end devices for transport-layer reactions,
operates transparently to end users and their applications. In
conformity with Principle 2, we aim to maintain this minimal
level of effort, requiring only the installation of an agent on
the end-user device, which automatically signals QoE.

The principle-guided approach leads to the design of ION,
a new mechanism for in-band signaling of QoE information
from an automated end-user agent to server-to-client ISPs,
without relying on OTT support. IQN’s key insight is that
each major OTT service provides a rich interactive interface,
allowing the end user to issue commands through the OTT
client and receive responses from the OTT server. IQN’s end-
user agent leverages this interface to programmatically send
a series of commands that induce the OTT server to transmit
a distinctive packet pattern, aligned with the OTT service’s
internal logic, to the client. This packet pattern encodes QoE
information, which the server-to-client ISPs infer by detecting
the pattern in the network flow.

While this paper primarily focuses on QoE signaling from
the end user to server-to-client ISPs, which is our most

innovative contribution, we also examine other, less novel but
important, aspects of user-assisted ISP-side QoE improvement.
For example, the end-user agent automatically detects QoE by
leveraging again the OTT client’s interface.

For ISP-side mitigation of inferred QoE impairments, we
consider well-established techniques such as traffic prioritiza-
tion [1] and rerouting [2]. For example, when an ISP infers
a QoE impairment in a network flow on a congested link, it
assigns higher priority to that flow. If multiple server-to-client
ISPs infer the same impairment, they respond independently
based on their own understanding of potential local causes,
without coordination. IQN acts like a distress signal to any ISP
capable of resolving the transient QoE-impairing congestion,
an emergency rather than a persistent issue.

B. IQON instance in the YouStall system

To evaluate the feasibility and accuracy of the IQN mech-
anism in real Internet environments, we instantiate it in a
system prototype. Our preliminary analysis of Amazon Prime
Video, Netflix, and YouTube reveals that their client interfaces
offer interactive features, such as an autoplay switch and
audio language selection, that support effective IQN signaling.
In line with the scenarios targeted by IQN, we develop the
prototype for YouTube, which encrypts its end-to-end traffic
in QUIC packets. The system notifies ISPs about playback
stalls, a prominent QoE influence factor [31]. We refer to the
prototype as YouStall.

User-side QoE signaling. To issue IQN signals via
YouTube’s interface, YouStall utilizes the autoplay switch,
which determines whether the next video plays automatically
after the current one finishes. We select this feature to avoid
disrupting the user experience. The end-user agent emits an
IQN signal by toggling the autoplay switch programmatically
an even number of times, with intervals shorter than 5 ms
between toggles. This sequence of n toggles occurs too quickly
for human perception and concludes with both the cursor and
autoplay switch in their original positions. By default, we set
n to 4 as the smallest even number that is unlikely to occur
naturally in user behavior while still triggering a distinctive
pattern in server-to-client transmissions.

The end-user agent issues an n-toggle IQN signal whenever
its QoE check, conducted at intervals of p (set to 200 ms
by default), detects a playback stall. For each toggle in the
IQN signal, YouTube’s client transmits an HTTP/3 (hypertext
transfer protocol version 3) POST request to the YouTube
server, which updates its autoplay settings and responds with
an HTTP/3 200 OK” status over QUIC. Although a monitored
network flow might include other QUIC packets that contain
encrypted ”200 OK” confirmations, a quick series of such
packets is a rare pattern.

ISP-side QoE inference. To identify this distinctive pattern
in each monitored network flow, an ISP runs IQN’s ISP agent
on the data plane of its routers. The ISP agent identifies
QUIC-encrypted candidate packets sized between 1,180 and
1,288 bytes, which might contain 200 OK” confirmations.
Because some of these packets might be unrelated to an



IQN signal, the ISP agent has to discern and filter them out.
Additionally, the client-server-agent path might experience
packet loss, reordering, and significant jitter due to in-network
and end-host processing [32], causing variations in the count
and timing of packets representing an IQN signal upon its
arrival at the ISP agent.

The algorithm for stall inference operates in two modes:
out-of-stall and in-stall. In the out-of-stall mode, the ISP agent
monitors packet arrival times by sliding a stall-start window
over them. It infers the start of a new stall when the window
contains at least n packet arrivals. The algorithm registers the
first arrival time as start time s of the stall and switches to the
in-stall mode. In the in-stall mode, it slides a stall-end window
over packet arrival times and infers the end of the stall when
the window contains fewer than n packet arrivals. The ISP
agent records the first of these times as end time e of the
stall, estimates the stall duration as e — s, and then switches
back to the out-of-stall mode.

We keep the algorithm simple by sizing both stall-start and
stall-end windows relative to signaling interval p, instead of
introducing new independent parameters. We size the stall-
start window to w, = 37”, i.e., 50% longer than interval p.
Despite potential timing distortions along the delivery path,
we expect this duration to be long enough for n packets to
arrive and inform the ISP agent about the onset of a stall. On
the other hand, w, = 3’2—” is short enough to avoid inferring
a stall spuriously due to the arrival of unrelated candidate
packets. We empirically set the stall-end window to w. = 4p
to reduce false negatives, which might occur if the end-user
agent fails to emit an IQN signal during an actual stall.
Because unrelated candidate packets are infrequent, they do
not interfere with inferring the end of a stall when w, is as
long as 4p. Additionally, setting w, = 4p ensures that this
window is shorter than the typical gaps between actual stalls,
thus preventing the inference of multiple stalls as one.

Per-flow tracking of packet sizes and arrival times in
IQN-assisted QoE inference imposes less overhead than the
stateful packet processing required for traditional data-plane
DPI, which advanced routers already support for independent
ISP-side QoE inference and more complex tasks [33], [34].
Therefore, we expect the proposed method to scale to ISPs in
the Internet core.

User-side QoE detection. To signal QoE, the end-user
agent has to detect it first. One possibility is to leverage
YouTube’s stats for nerds”, a feature that provides end
users with detailed QoE information. We demonstrate IQN’s
feasibility and effectiveness in more general settings, where
an OTT provider does not disclose detailed QoE metrics and
instead offers limited visual cues, such as the spinning icon
in the center of YouTube’s playback area during a stall, to
indicate temporary QoE impairments.

YouStall’s end-user agent detects stalls by periodically
capturing a screenshot of the playback area at interval p. If
the central part of two consecutive screenshots changes while
the periphery remains the same, the end-user agent attributes
the change to the spinning icon and infers a potential stall.

To avoid sending spurious IQN signals, the end-user agent
strives to minimize false positives by incorporating logic to
filter out fictitious stall detections caused by user actions, such
as clicking the progress bar. While the end-user agent does not
detect stalls shorter than p, this feature aligns with YouStall’s
aim to inform ISPs about longer stalls that noticeably disrupt
end-user QoE and are resolvable by ISPs.

ISP-side QoE improvement. We develop the YouStall
prototype for IQN-assisted QoE inference primarily to evaluate
the effectiveness of IQN signaling, which is our main inno-
vation. QoE improvement via in-network techniques, such as
flow prioritization and rerouting, is well-researched and offers
well-known performance benefits. For example, [35] demon-
strates that these techniques enable ISPs to effectively mitigate
temporary QoE impairments, including stalls, when informed
through out-of-band signaling. Enhancing YouStall with simi-
lar QoE-improving mechanisms is a direction for future work.

YouStall implementation. We implement YouStall in
Python 3.10. YouStall’s end-user agent utilizes Pillow [36]
for image manipulation and sets the PAUSE parameter of
PyAutoGUI [37] to O for rapid toggling of the autoplay switch.
The ISP agent employs pyshark [38] for real-time packet
capture and analysis. This paper openly releases its code and
experimental configurations on GitHub [39].

IV. EVALUATION
A. Experimental setup

IQN’s end-user agent runs on a Madrid-based Intel i7
machine (six cores, 2.6 GHz CPU, 16 GB RAM) with Linux
Ubuntu 22.04.4 LTS. Located in Frankfurt, approximately
1,500 km away, an EC2 instance (one core, 2.4 GHz Intel
Xeon CPU, 1 GB RAM) with Linux Ubuntu 24.04.4 LTS
emulates IQN’s ISP agent. We tunnel the end-user device’s
Internet traffic to the EC2 instance using OpenVPN [40]. An
automated script plays YouTube Live [29] video streams from
the news, music, and sports genres on the end-user device
through the Google Chrome browser.

Since YouTube stalls are typically infrequent, our evaluation
induces 100 stalls per genre by fixing the video resolution
at 720p and using tcconfig [41] to limit the YouTube traffic
to 1 Mbps [42]. We collect ground truth on the stalls by
employing Selenium [43] to track the ytp-spinner tag, which
renders the spinning icon in YouTube’s interface. We synchro-
nize the timelines of the stalls and captured screenshots. To
assess memory and CPU (central processing unit) overhead,
we utilize psutil [44].

B. Experimental results

Figure 2a illustrates YouStall’s operation. The horizontal
magenta segments indicate actual stalls, which prompt IQN
signaling from the end-user agent. Each black dot represents
the arrival of a candidate packet at the ISP agent. Between
stalls, the ISP agent observes infrequent candidate packet
arrivals unrelated to IQN signaling. During a stall, the ISP
agent detects a higher arrival rate of candidate packets and
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Fig. 2: IQN signaling from the end user enables accurate QoE inference by the ISP along YouTube’s server-to-client path.
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Fig. 3: Precision and recall of user-side QoE detection.

correctly infers the stall. Figure 2a depicts the inferred stalls
as horizontal orange segments.

Figure 2b shows the inferred stall-duration distributions for
the news, music, and sports genres, with the respective ground-
truth distributions plotted as solid magenta lines. Although
the actual stall-duration distributions for the three genres are
distinct (with averages of 1.1, 2.6, and 0.7 s), the inferred and
actual distributions for each genre are very similar, indicating
that YouStall accurately infers stall-duration distributions.

Since we experiment with YouStall in real-world conditions,
where the path between the two agents introduces substantial
jitter of up to 1 s, evaluating the inference accuracy for
each stall is challenging. We utilize the end-user and ISP-
agent timelines to match actual and inferred stalls within a
window of 1 s. For significant stalls lasting at least 400 ms,
we confidently identify 238 one-to-one mappings between
inferred and actual stalls across the three genres (from a total
of 300 actual stalls). The average MAE and RMSE for these
238 mappings are 231 and 288 ms, respectively. Figure 2c
depicts the absolute error of the inferred stall duration for
each genre. These results suggest that YouStall estimates the
duration of significant stalls with relatively low error.

Based on the synchronized timelines of actual stalls and
captured screenshots, Figure 3 presents the precision and recall
of YouStall’s user-side QoE detection. The sampling interval
has minimal impact on these metrics. The end-user agent
detects stalls with nearly 100% precision, effectively avoid-
ing spurious IQN signals. However, recall is lower because
YouStall, by design, does not detect stalls shorter than p.
Because shortening p increases the number of detected stalls,
we set the default sampling interval to the shortest examined
value, p = 200 ms.

Figure 4 presents the overhead of YouStall’s end-user agent,
based on four runs with 10 actual stalls. The CPU and memory
consumption are approximately 12% and 200 MB, respec-
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Fig. 4: Overhead of YouStall’s end-user agent.

tively. This overhead is manageable and does not significantly
depend on the number of toggles constituting an IQN signal.

V. RELATED WORK

Independent ISP-side QoE inference. [4] identifies video
segments in encrypted traffic by examining packet sizes and
timing. Based on combinatorial matching, [5] infers video
resolution when QUIC multiplexes video and audio content.
[6]-[8] employ decision trees, random forests, and convo-
Iutional neural networks, respectively, to infer various QoE
metrics. Other solutions for QoE detection from encrypted
traffic include [9]-[11]. Despite the growing effectiveness
of learning methods, independent QoE inference by an ISP
still struggles to achieve high performance. In contrast, IQN
enables accurate user-assisted ISP-side QoE inference.

ISP-OTT cooperation. Collaboration with OTT providers
promises tangible benefits for ISPs. While [13] explores ISP-
OTT cooperation in software-defined networking to jointly
optimize intra-domain and inter-domain routing, [14] enables
cooperation between OTT hypergiants and remote ISPs with-
out requiring direct peering. Whereas practice shows that OTT
providers are reluctant to assist ISPs in QoE inference, we
design IQN to operate without any explicit assistance from
the OTT provider.

QoE signaling from end users. While ALTO [18] and
P4P [19] enable QoE signaling from the end user to an ISP,
the out-of-band nature of these mechanisms is only weakly
compatible with modern Internet realities, such as multi-ISP
paths and NAT. In-band signaling via network cookies [17]
differs from IQN by requiring support from the OTT server.

In-band notification. Similarly to IQN, ECN [30] is an
in-band mechanism for conveying congestion-related informa-
tion. Whereas ECN sends congestion signals from networks to
end devices for transport-layer reactions and does not distin-
guish between applications, IQN enables an end-user agent



to notify networks about congestion-triggered application-
specific QoE impairments. Unlike IQN, which functions as
an emergency signal for transient QoE-impairing congestion,
the in-band signaling in RD (rate-delay) network services [45]
supports persistent differential treatment of application classes
that prioritize either high throughput or low latency for their
network flows.

User-side QoE detection. While VideoEye [46] detects
QoE offline from recordings of the OTT client’s screen,
Tero [47] extracts QoE from thumbnails in gaming footage.
In contrast, our YouStall prototype captures screenshots to
detect and signal QOoE in real time. While [48] evaluates how
user interactions with an OTT client affect QoE of encrypted
video sessions, YouStall leverages the OTT client’s interface
to induce a distinctive pattern of packet transmission from the
OTT server.

ISP-side QoE improvement. ISP-side methods for QoE
management include traffic prioritization [1] and rerouting [2].
We envision IQN operating in conjunction with similar
application-aware traffic engineering and prioritization tech-
niques, rather than relying on more static approaches to traffic
management, such as the MED (multi-exit discriminator)
attribute in BGP (border gateway protocol) [49].

VI. DISCUSSION AND CONCLUSION

Deployment and robustness. We expect IQN’s end-user
and ISP agents being developed and maintained by an ISP,
an ISP consortium, or a third party. This maintenance would
involve updating the agents in response to changes made by
the OTT provider to its client’s interface.

Interference by the OTT provider. Beyond simply not
assisting, OTT providers might deliberately disrupt IQN sig-
naling. Such actions would frustrate IQN-agent developers
and ISPs, potentially leading to the introduction of neutrality
regulations for OTT providers, similar to those that currently
govern ISPs.

OTT-specific IQN instantiation. OTT services differ sig-
nificantly in their interface features and operation, potentially
requiring a tailored IQN instance for each service. Since the
number of OTT hypergiants is relatively small, maintaining
separate IQN instances for all of them appears scalable.

Future work. The primary contribution of this paper is IQN
signaling, which enables accurate ISP-side QoE inference from
encrypted traffic without any support from OTT providers.
While our preliminary results substantiate IQN’s promise, this
pioneering work opens up numerous directions for further
research, such as encoding additional QoE factors into IQN
signals and improving QoE inference from observed packet
patterns. We also plan to enhance the YouStall prototype with
QoE-impairment mitigation mechanisms and evaluate their
performance gains in real large-scale network environments.
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