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Quality of Experience (QoE) and QoE models are of an increasing importance to networked systems. The

traditional QoEmodeling for video streaming applications builds a one-size-fits-all QoEmodel that underserves

atypical viewers who perceive QoE differently. To address the problem of atypical viewers, this paper proposes

iQoE (individualized QoE), a method that employs explicit, expressible, and actionable feedback from a viewer

to construct a personalized QoE model for this viewer. The iterative iQoE design exercises active learning and

combines a novel sampler with a modeler. The chief emphasis of our paper is on making iQoE sample-efficient

and accurate. By leveraging the Microworkers crowdsourcing platform, we conduct studies with 120 subjects

who provide 14,400 individual scores. According to the subjective studies, a session of about 22 minutes

empowers a viewer to construct a personalized QoE model that, compared to the best of the 10 baseline models,

delivers the average accuracy improvement of at least 42% for all viewers and at least 85% for the atypical

viewers. The large-scale simulations based on a new technique of synthetic profiling expand the evaluation

scope by exploring iQoE design choices, parameter sensitivity, and generalizability.
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1 INTRODUCTION
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A common goal in networked systems is to improve quality of experience (QoE), i.e., user satis-

faction with the provided service [16]. QoE forms a basis for various functionalities in networked

systems, such as adaptive bitrate (ABR) streaming [2, 64, 87, 93, 106, 107], fair congestion con-

trol [69], time-shifted video upload [79], and videoconferencing loss recovery [83]. Although this

paper operates in the context of ABR streaming, we believe that our work is pertinent to other

kinds of QoE-based systems as well.

Because QoE is a subjective notion, the construction of a QoE model usually relies on subjective

tests. Fig. 1a illustrates traditional QoE modeling and utilization of the constructed QoE model by

Authors’ addresses: Leonardo Peroni, IMDEA Networks Institute and UC3M, Spain, leonardo.peroni@imdea.org; Sergey

Gorinsky, IMDEA Networks Institute, Spain, sergey.gorinsky@imdea.org; Farzad Tashtarian, Alpen-Adria Universität

Klagenfurt, Austria, farzad.tashtarian@aau.at; Christian Timmerer, Alpen-Adria Universität Klagenfurt, Austria, christian.

timmerer@aau.at.

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee

provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the

full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored.

Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires

prior specific permission and/or a fee. Request permissions from permissions@acm.org.

© 2023 Copyright held by the owner/author(s). Publication rights licensed to ACM.

2834-5509/2023/12-ART17 $15.00

https://doi.org/10.1145/3629139

Proc. ACM Netw., Vol. 1, No. CoNEXT3, Article 17. Publication date: December 2023.

HTTPS://ORCID.ORG/0000-0002-7977-8098
HTTPS://ORCID.ORG/0000-0001-9612-8081
HTTPS://ORCID.ORG/0000-0002-5584-6690
HTTPS://ORCID.ORG/0000-0002-0031-5243
https://doi.org/10.1145/3629139
https://doi.org/10.1145/3629139
https://orcid.org/0000-0002-7977-8098
https://orcid.org/0000-0001-9612-8081
https://orcid.org/0000-0001-9612-8081
https://orcid.org/0000-0002-5584-6690
https://orcid.org/0000-0002-0031-5243
https://doi.org/10.1145/3629139


17:2 Leonardo Peroni, Sergey Gorinsky, Farzad Tashtarian, and Christian Timmerer

score
modeler

score

score MOSes

experiences

sampler

experiences

experience MOS

influence factors
raters

1

𝑛
෍

1

𝑛

.
model

viewer

viewer

regular streaming

regular streaming

QoE-based ABR streaming systemviewer regular streaming

traditional QoE modeling

QoE model

(a) One-size-fits-all QoE model for all viewers

viewerexperiences

experience
RIGS sampler

scores

score

models and scores influence factors

model

viewerexperiences

experience

scores

score

models and scores influence factors

model
RIGS sampler XSVR modeler

viewer

experiences

regular streaming

regular streamingviewer

XSVR modeler

QoE-based ABR streaming systemviewer regular streaming

iQoE

iQoE

QoE models

(b) Personalized QoE models for atypical viewers

Fig. 1. Reliance of QoE-based ABR streaming on: (a) traditional QoE modeling and (b) iQoE.

an ABR streaming system. Raters are the users who participate in the subjective tests. The model

construction involves a series of assessments. An experience constitutes the cornerstone of each
assessment and refers to a sequence of video chunks characterized by objective influence factors,
e.g., stall duration [80]. The sampler, commonly a human expert conducting the assessments [94],

selects an experience for each assessment from an experience set. Each rater provides an individual

score for every presented experience [51]. A mean opinion score (MOS) averages the individual
scores by all raters and represents the QoE perception by the average rater. Based on the MOSes

and influence factors of the rated experiences, themodeler constructs a QoE model by approximating

the functional relation between the MOS and influence factors. Existing QoE models differ in their

function forms [42, 107] and approximation methods [82, 111].

Viewers are the users who consume regular streaming provided by the ABR streaming system
that utilizes the QoE model in its ABR algorithm. Because viewers greatly outnumber raters, the

traditional QoE modelling eliminates the subjective-test overhead for a vast majority of viewers.

On the negative side, the traditional approach builds a one-size-fits-all QoE model that underserves

atypical viewers who perceive QoE differently. A viewer might have dissimilar QoE perception

compared to not only the average rater but also any rater in the reference group of the QoE model.

For example, standard methodologies of subjective tests deliberately exclude from the reference

group those viewers who rate experiences with systematic shifts or inversions [53].

In this paper, we define atypical viewers as the 10% of the population who are the furthest

from the median QoE perception. Statistical infrequency is a common foundation for defining

an atypical person in various scientific disciplines such as psychopathology [40]. While related

work demonstrates that humans vary substantially in their QoE perception [26, 41, 44, 49], our

paper classifies a viewer as atypical from the statistical perspective alone and does not seek to

uncover any physiological, psychological, or other reasons why the viewer is atypical. Selecting

10% or another percentile in our definition of atypical viewers is not particularly important since

the results of our study remain qualitatively the same.

We tackle the problem of atypical viewers by developing a novel personalization solution called

iQoE (individualized QoE). In iQoE, a viewer acts as the sole rater in building a personalized QoE

model. By construction, the personalized QoE model represents the QoE perception of this and

only this viewer. iQoE involves the viewer into a short series of assessments and exercises active

learning to iteratively select experiences for the assessments. The main focus of this paper is on

making iQoE sample-efficient and accurate. The proposed design relies on a novel Randomized
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Improved Greedy Sampling (RIGS) strategy and combines our automatic RIGS sampler with an

eXtended SVR (XSVR) modeler, which utilizes an extended set of 10 influence factors and Support

Vector Regression (SVR) [8].

iQoE represents a dramatic departure from prior work on QoE personalization. One group

of existing solutions relies on inferring the QoE perception without explicit feedback from the

viewer [21, 48, 116]. These solutions are yet to prove their ability to provide high accuracy. Another

approach equips the viewer with a means to personalize parameter values of a generic QoE

model [49, 71, 74]. However, the viewer typically does not know which parameter settings yield

an accurate personalized QoE model. The conceptual novelty of iQoE is in employing explicit,

expressible, and actionable feedback from the viewer. Our extensive evaluations of iQoE via online

subjective studies and simulations confirm that iQoE achieves accurate QoE personalization while

requiring low effort from the viewer.

While this paper intentionally focuses on the atypical viewers because they tend to benefit the

most from QoE personalization, our vision for integrating iQoE into an ABR streaming system

imposes no restrictions on who may use this personalization solution, i.e., iQoE is an option

available to any viewer. In Fig. 1b, the blue and red viewers opt in and utilize iQoE to construct

personalized QoE models that the QoE-based ABR streaming system leverages subsequently to

provide personalized streaming to the blue and red viewers. On the other hand, the green viewer

does not use iQoE, and the ABR streaming system relies on the one-size-fits-all QoE model for

regular streaming to this viewer.

Our paper makes the following contributions:

• In the context of QoE-based ABR streaming, we propose iQoE that employs explicit, express-

ible, and actionable feedback from a viewer to construct a personalized QoE model for this

viewer. The iterative design conducts active learning and combines a new RIGS sampler with

an XSVR modeler so as to make iQoE sample-efficient and accurate. Whereas iQoE is an

option available to any viewer, atypical viewers are the chief beneficiaries of the proposed

personalization solution.

• This paper leverages Microworkers [103] for subjective studies with 120 raters and demon-

strates that 50 assessments completed in about 22 minutes empower a viewer to construct a

personalized QoE model that, compared to the best of the 10 baseline models, delivers the

average accuracy improvement of at least 42% for all viewers and at least 85% for the atypical

viewers. The large-scale simulations corroborate the iQoE design choices and clarify method

properties.

• The paper collects and makes openly available a QoE-perception dataset of independent value.

The dataset contains 14,400 individual scores of experiences characterized by 10 influence

factors.

2 BACKGROUND ON QOE MODELING
QoE modeling employs different methodologies and produces QoE models that vary in their scoring

scales, influence factors, and intended usage. While subjective assessments traditionally take place

in tightly controlled lab environments, online crowdsourcing platforms make it easier to conduct

assessments at the cost of weaker control over the experimental settings [84]. A standard scoring

scale contains five levels of scores from 1 to 5 [54]. To discern QoE perception at a finer granularity,

our paper adopts another standard scale with score levels from 1 to 100, where ranges 1-20, 21-40,

41-60, 61-80, and 81-100 correspond to the bad, poor, fair, good, and excellent QoE, respectively [86].

Prior studies consider a multitude of influence factors that include metrics of video quality and

streaming systems. The former class consists of such metrics as the Peak Signal-to-Noise Ratio

(PSNR) [50], Structural Similarity Index Measure (SSIM) [102], and Video Multimethod Assessment
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Fusion (VMAF) [60]. Within the latter class, system factors from the application layer increasingly

attract more attention than network-layer metrics. In particular, stall duration T𝑛 and bitrate R𝑛 of

chunk 𝑛 are archetypal influence factors in the ABR streaming systems that partition a video into a

sequence of N chunks and encode each chunk for multiple bitrates [89]. Other examples of system

factors are number 𝑙 and average duration 𝑑 of stalls during the playback [77].

There is no consensus either on the best way to map influence factors into QoE. Whereas some

QoE models are closed-form expressions, construction of QoE models via machine learning (ML)

becomes common. This paper considers 10 existing QoE models. For brevity, we label each of the

models with a single letter, as specified below. A number of prominent ABR streaming systems rely

on different instances of the following general closed-form QoE model:

𝑄1 = 𝜅

N∑︁
𝑛=1

𝑞(R𝑛) − 𝜆
N−1∑︁
𝑛=1

|𝑞(R𝑛+1) − 𝑞(R𝑛) | − 𝜇
N∑︁
𝑛=1

T𝑛, (1)

where 𝜅, 𝜆, and 𝜇 are tunable parameters, and 𝑞(·) denotes a function of the bitrate. We consider

models B [107], G [91], R [25], S [106], and V [46] that instantiate 𝑞(R) in Equation 1 as the

identity function, log(R/𝑟 ) with 𝑟 denoting the lowest bitrate, PSNR, SSIM, and VMAF, respectively.

Similar to model V, model N [12] underlies the SDNDASH architecture. Widely known as the

FTW model, model F [42] belongs to another type of closed-form QoE models and employs an

exponential function with parameters 𝛼 , 𝛽 , 𝛾 , and 𝛿 :

𝑄2 = 𝛼𝑒
−(𝛽𝑑+𝛾 )𝑙 + 𝛿. (2)

Among the QoE models constructed via ML,model L [96] represents state-of-the-art approaches

based on deep learning and predicts QoE via a long short-term memory (LSTM) network. Relying

on random forests (RF),model P [52] refers to the standard P.1203 model. Finally,model A [9]

denotes the QoE model constructed by Video ATLAS via SVR on VMAF and other influence factors.

QoE models serve various purposes and return values from different ranges. For example, models

B, G, and V primarily act as bases for internal improvement of ABR streaming systems [46, 64, 91,

107] and might produce negative values, complicating their value interpretability by humans. On

the other hand, models L and P yield values between 1 and 5, as in the standard five-level scale for

subjective scores. The heterogeneity of the value ranges undermines direct comparison of QoE

models.

3 MOTIVATION
3.1 Promise of Personalized QoE Modeling
While Section 1 defines atypical viewers as the 10% of the population who are the furthest from

the median QoE perception, we examine by how much the atypical viewers deviate in their QoE

perception from the one-size-fits-all MOS-based QoE models. Specifically, we analyze the Waterloo-

IV dataset that reports individual scores of experiences corresponding to all combinations of five

videos of different genres (sports, nature, movies, video games, and slides), two encoders, five

ABR algorithms, nine network traces, and three varieties of viewing devices [27]. Each experience

in the dataset consists of seven chunks, with the playback of each chunk taking 4 s without

stalls. Waterloo-IV employs the 1-100 scoring scale and a reference group of 92 raters. The group

excludes five other raters who score experiences negligently or otherwise abnormally. Waterloo-IV

is the largest recent dataset of its kind, as other datasets either provide MOSes without individual

scores [10, 11, 28, 43, 85] or characterize chunks with smaller sets of influence factors [35, 82]. Our

analysis focuses on the 32 raters who use high-definition television (HDTV) devices to watch 450

experiences where 10 influence factors characterize each chunk.
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Fig. 2. Inaccuracy of traditional QoE modeling and promise of personalized modeling for atypical viewers.

Fig. 2a depicts in gold the individual scores by each rater, orders the 32 raters based on the

median score, and respectively refers to them as raters H1 through H32. The scores across the

reference group are quite distinct in terms of both median and variance, e.g., the gap between the

first and third quartiles ranges from 12 to 73. To the right of rater H32, Fig. 2a plots in green the

MOSes, i.e., the QoE perception by the average rater labeled as HA. Raters H1, H2, H31, and H32

cover 10% of all 32 raters and comprise the four atypical raters in this population. Their respective

median scores of 35 (i.e., poor), 37 (poor), 85 (excellent), and 90 (excellent) are quantitatively far

from the median score of 68 (i.e., good) by average rater HA. Fig. 2b zooms in on the scores of

all experiences by the average and four atypical raters. The results reveal substantial numerical
differences in the QoE perception between the average and atypical raters.

To evaluate how the choice of individual scores vs. MOSes as the basis for QoE modeling affects

the model accuracy, we consider QoE model A from Section 2 and construct five versions of it: a

MOS-based version and, for each of the four atypical raters, a personalized model trained on the

individual scores by this rater. We train and test the models on 70%, i.e., 315, and remaining 30%,

i.e., 135, of all 450 experiences, respectively. For each atypical rater H1, H2, H31, and H32, Fig. 2c

plots the individual scores by this rater, QoE values produced by the MOS-based model, and QoE

values produced by the rater’s personalized model. The personalized QoE modeling enormously

enhances the model accuracy and, on average across the four atypical raters, reduces the numerical

gap between the median score and median QoE value by more than 31 times. Hence, personalized
QoE modeling brings promise of significant quantitative improvements in the model accuracy for the
atypical raters.
The above analysis is for the atypical members of the vetted reference group in a subjective

study. Atypical viewers who are not raters, such as the abnormal red viewer intentionally excluded

from the reference group in Fig. 1, might have even greater numerical gaps from the typical QoE

perception and benefit more from personalized QoE modeling.

3.2 Design Goals
Because Section 3.1 indicates that atypical viewers are not only statistically different but also

quantitatively far from the typical QoE perception captured by a MOS-based QoE model, we

advocate personalized QoE modeling for atypical viewers and establish our design goals in contrast

with three alternative means for accuracy improvement of the traditional QoE modeling.

While a vast majority of all viewers in the traditional approach do not exert any modelling

effort, one possibility for retaining this attractive property is to form multiple reference groups,

build a separate MOS-based QoE model for each group, and associate a viewer with the group

that represents the QoE perception by this viewer most accurately. If the viewer and raters of the

associated reference group are similar in their QoE perception, the numerical discrepancy between

the viewer’s QoE perception and MOS-based QoE model of the group is likely to be small. Although

the general technique of multiple reference groups works reasonably well in other application
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domains such as recommendation systems [23, 115], our evaluation in Section 5 demonstrates that

this approach does not sufficiently mitigate the inaccuracy of the MOS-based QoE modeling due to

the great heterogeneity of QoE perception among humans. In addition, the task of associating each

viewer with a representative reference group might be difficult to accomplish without interacting

with the viewer. The above discussion leads us to our first goal:

Goal 1. The construction of an accurate QoE model for an atypical viewer should rely on perception
feedback from this viewer.

The feedback requirement does not necessarily imply that the viewer has to explicitly score

experiences as the raters do in the traditional QoE modeling. An intriguing prospect is indirect

inference of the viewer’s QoE perception, e.g., through automatic monitoring of the viewer’s gaze

direction, facial expression, engagement, or viewing activities [21, 58, 67, 73, 100]. Unfortunately,

such inference techniques might require special equipment or raise privacy issues [73]. Moreover,

due to the complexity of overall human behavior, this alternative is yet to prove its suitability for

accurate QoE modeling. Hence, we consider only explicit mechanisms for the viewer’s feedback:

Goal 2. The mechanism for perception feedback should be explicit.

By itself, the feedback explicitness does not assure that the feedback is useful. A possible avenue

for personalized QoE modeling is to ask a viewer for personal preferences, e.g., for values of the 𝜅 , 𝜆,

and 𝜇 parameters in Equation 1, and leverage the provided preferences to personalize a generic QoE

model [49, 71, 74]. However, a viewer usually does not know how to articulate personal preferences

well enough to make the resulting QoE model accurate. Thus, we pursue the following goal:

Goal 3. The solicited feedback should be of a kind expressible by the viewer and actionable for
accurate QoE modeling.

When combined, Goals 1 through 3 limit the design options to methods that build an accurate

QoE model for an atypical viewer by collecting explicit actionable feedback from this viewer.

However, to encourage the viewer’s participation, the model construction should require only light

contributions from the viewer. This leads us to our fourth goal:

Goal 4. The amount of effort contributed by a viewer into the construction of an accurate personal-
ized QoE model for the viewer should be small.

4 DESIGN
4.1 iQoE Overview
This section designs iQoE to achieve the goals established in Section 3.2. iQoE meets Goals 1, 2,

and 3 by adopting the assessment-based conceptual structure of the traditional QoE modeling and

reducing the group of raters to the viewer for whom the method constructs the personalized QoE

model, as illustrated in Fig. 1b. Engaging the viewer as the sole rater satisfies Goal 1. The viewer

explicitly scores experiences, which conforms to Goal 2, and in the same expressible actionable

manner as in the traditional QoE modeling, thereby complying with Goal 3.

The fulfillment of Goal 4 is challenging and constitutes the main focus of this paper. To keep the

effort of the viewer low, iQoE limits the viewer’s involvement to a short series of 𝐻 assessments

that cumulatively consume a small amount of the viewer’s time. This section derives a simple and

yet effective iterative design for iQoE where a new automatic RIGS sampler and XSVR modeler

require little memory and execute quickly on the client side without causing a perceptible wait for

the viewer during the assessment series. iQoE exercises active learning so as to be sample-efficient

and accurate. Interactions between RIGS and XSVR steer iQoE to produce an accurate QoE model

despite the limited length of the assessment series.
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Algorithm 1 𝑖𝑄𝑜𝐸 (𝐸)
1: 𝐾 ← 𝐸; 𝐽 ← ∅;𝑀 ← ∅;𝑄 ← ∅ ⊲ initialization

2: for 𝑡 = 1, . . . , 𝐻 do
3: 𝑒 ← RIGS(𝐾 , 𝐽 ,𝑀 ,𝑄) ⊲ sampling

4: 𝑠 ← the viewer’s score of 𝑒 ⊲ assessment

5: 𝐾 ← 𝐾 − {𝑒 }; 𝐽 [𝑡 ] ← 𝑒 ;𝑀 [𝑡 ] ← 𝑠

6: 𝑄 ← XSVR(𝐽 ,𝑀) ⊲ modeling

7: end for
8: return𝑄 ⊲ final QoE model

9: procedure RIGS(𝐾 , 𝐽 ,𝑀 ,𝑄)

10: if 𝑡 ≤ ℎ then
11: 𝑒

R← 𝐾 ⊲ random sampling

12: else
13: 𝑒 ← argmax

𝐾
min

𝐽
𝐷 𝑗𝑘 ⊲ IGS sampling

14: end if
15: return 𝑒 ⊲ experience for the next assessment

16: end procedure
17: procedure XSVR(𝐽 ,𝑀)

18: if 𝑡 ≥ ℎ then
19: 𝑄 ← the SVR model trained on 𝐽 and𝑀

20: end if
21: return𝑄 ⊲ current QoE model

22: end procedure

Although the deliberate emphasis of this pa-

per is on the atypical viewers because they con-

stitute the largest beneficiaries of QoE person-

alization, we design iQoE as an option available

to any viewer. By not opting in, a typical or just

uninterested viewer avoids any subjective-test

overhead. Regular streaming to such viewers

continues relying on the one-size-fits-all QoE

model.

Turning the viewer into the sole rater during

the construction of the personalized QoEmodel

has positive side effects. Since the viewer be-

comes the only party utilizing the constructed

QoE model, iQoE incentivizes the viewer to

perform the assessments conscientiously. Also,

the same number of assessments by the viewer

typically results in a more accurate QoE model

than in the traditional MOS-based modeling

with many raters. Besides, because the viewer

is likely to train the personalized QoE model

in the settings of regular streaming, the QoE-

model accuracy might increase due to the more

specific context than in traditional lab-based subjective tests. That said, we defer to future work a

comprehensive study of the impact by different contexts and contents.

Algorithm 1 reports the pseudocode for the iQoE construction of model 𝑄 as a personalized QoE

model for the viewer. Set 𝐸 of experiences serves as an input to the algorithm and comprehensively

covers the conditions possible during regular streaming. iQoE acquires set 𝐸 in advance, e.g., by

generating it through simulations or as a real dataset supplied by the ABR streaming system.

Algorithm 1 tracks the non-rated and rated experiences in set 𝐾 and array 𝐽 , respectively, and

stores the scores of the rated experiences in array 𝑀 . Initially, set 𝐾 contains experience set 𝐸

while 𝐽 , 𝑀 , and 𝑄 are empty (Line 1 of Algorithm 1). iQoE performs 𝐻 iterations (Lines 2–7) to

produce the final QoE model (Line 8). Each iteration 𝑡 uses the RIGS sampler to select experience 𝑒

for the next assessment (Line 3), obtains score 𝑠 of this experience by the viewer (Line 4), moves

experience 𝑒 from set 𝐾 to array 𝐽 and records score 𝑠 in the corresponding element of array 𝑀

(Line 5), and then updates QoE model 𝑄 by applying the XSVR modeler to arrays 𝐽 and𝑀 (Line 6).

Sections 4.2 and 4.3 elaborate on the designs of our RIGS sampler and XSVR modeler, respectively.

4.2 RIGS Sampler
We strive for an effective simple design of the automatic RIGS sampler. The primary objective is

to pick a series of 𝐻 experiences from set 𝐸 so that the final QoE model becomes as accurate as

possible. On the other hand, the design simplicity is important because of enabling the sampler

to select an experience quickly without introducing a discernible wait for the viewer between

successive assessments. Set 𝐸 characterizes each of its experiences 𝑒 with features from set 𝐶 .

Whereas these |𝐶 | features form an input space, the viewer’s score 𝑠 𝑗 of rated experience 𝑒 𝑗 in

array 𝐽 and value 𝑄 (𝑒𝑘 ) produced by QoE model 𝑄 for non-rated experience 𝑒𝑘 in set 𝐾 belong

to an output space of subjective scores and QoE values. Intuitively, the experiences selected by an

effective sampling strategy should provide a balanced coverage of set 𝐸 in both input and output

spaces so that the constructed QoE model successfully deals with both diversities in experiences and
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(d) Selection by IGS

Fig. 3. Selection of 50 experiences by the RS, GS, and IGS samplers from the set of 315 experiences.

their perception by the viewer. The sampler’s task to select 𝐻 out of the |𝐸 | experiences faces the
following extra complication: while the feature values of all experiences are available in advance,

the score of an experience becomes known only after the viewer assesses the experience.

Our derivation of the sampling strategy for RIGS illustrates relevant issues by utilizing again

the real Waterloo-IV dataset described in Section 3.1. For clarity, we consider one rater, set 𝐸 with

315 experiences (which are the same as the training experiences in Section 3.1), and constrain

the characterization of each experience to two normalized features, namely TotalVMAF (the sum
of the VMAF values across all chunks in the experience) and TotalStall (the total stall duration
divided by the total duration of the experience). Fig. 3a depicts the 315 experiences as points in

the two-dimensional input space formed by the TotalVMAF and TotalStall features. The colors of

the points expose the ranges of the experience scores in the output space: we color the 1-20 (bad),

21-40 (poor), 41-60 (fair), 61-80 (good), and 81-100 (excellent) score ranges in blue, cyan, green,

yellow, and red, respectively. This example sets 𝐻 equal to 50 experiences.

From the simplicity perspective, the best strategy is random sampling (RS) that picks non-rated
experiences from set 𝐾 randomly. While simple, RS might cover the input space unevenly and

represent some areas in the space insufficiently. In our example, Fig. 3b shows that most of the 50

experiences selected by RS lie around the TotalStall = 0 or TotalVMAF = 1 lines and that only a

handful of the selected experiences represent poor conditions with respect to both stalls and VMAF.

One possibility for addressing the above weakness of RS is to adopt greedy sampling (GS) that
accounts for the distances between experiences in the |𝐶 |-dimensional input space. With 𝑓𝑖 𝑗 and 𝑓𝑖𝑘
referring to the values of feature 𝑖 for rated experience 𝑒 𝑗 in array 𝐽 and non-rated experience 𝑒𝑘

in set 𝐾 respectively, GS defines the distance between experiences 𝑒 𝑗 and 𝑒𝑘 as
√︁∑

𝑖∈𝐶 (𝑓𝑖 𝑗 − 𝑓𝑖𝑘 )2,
computes for each 𝑒𝑘 in 𝐾 the minimum distance between this 𝑒𝑘 and any experience 𝑒 𝑗 in 𝐽 ,

determines the largest of these |𝐾 | minimum distances, and iteratively moves the corresponding

experience 𝑒𝑘 from set 𝐾 to array 𝐽 . Whereas GS is likely to strike a better balance than RS in

sampling the input space, GS remains oblivious of the output space and might cover it unevenly.

Returning to our example, Fig. 3c confirms that while the 50 experiences selected by GS cover the

input space more evenly than the 50 RS-selected experiences in Fig. 3b, the coverage of the output

space remains insufficiently balanced, e.g., the experiences with excellent (red) scores dominate the

experiences with bad (blue), poor (cyan), and fair (green) scores.

A logical fix for the demonstrated drawback of GS is to go for improved greedy sampling (IGS)
that accounts for distances in the output space as well. IGS redefines the distance metric of GS as

𝐷 𝑗𝑘 = |𝑠 𝑗 −𝑄 (𝑒𝑘 ) |
√︁∑

𝑖∈𝐶 (𝑓𝑖 𝑗 − 𝑓𝑖𝑘 )2 where 𝑄 denotes the current QoE model, and the prepended

|𝑠 𝑗 −𝑄 (𝑒𝑘 ) | factor is the distance in the one-dimensional output space between score 𝑠 𝑗 of rated

experience 𝑒 𝑗 in array 𝐽 and QoE value 𝑄 (𝑒𝑘 ) of non-rated experience 𝑒𝑘 in set 𝐾 . The prepended

factor uses 𝑄 (𝑒𝑘 ) as an estimate for score 𝑠𝑘 of experience 𝑒𝑘 because 𝑠𝑘 becomes known only after

the viewer assesses 𝑒𝑘 . Similarly to GS, IGS iteratively moves from set𝐾 to array 𝐽 the experience 𝑒𝑘
with the largest minimum𝐷 𝑗𝑘 distance. IGS is a form of active learning since it selects an experience

for the next assessment based on the QoE model trained on the previously selected experiences.

In our running example, Fig. 3d shows that the 50 experiences selected by IGS provide a good
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Fig. 4. Importance of the 10 influence factors in XSVR
for the atypical raters.

coverage in the input space and cover the out-

put space more evenly that the 50 GS-selected

experiences in Fig. 3c, e.g., by reducing the im-

balance between the excellent (red) scores and

bad (blue), poor (cyan), and fair (green) scores.

From the simplicity perspective, IGS has poly-

nomial time complexity of O(|𝐾 | |𝐽 | |𝐶 |) per it-
eration and is less attractive than RS.

Our RIGS sampler selects a series of 𝐻 assessments by combining the strengths of RS and IGS.

The selection of experiences by RS is always simple and quick. On the other hand, the accuracy

advantages of IGS grow as it collects more samples. Early on in the sampling process, the extra

work done by IGS to compute the distances between experiences does not yield significant payoffs

because the current QoE model remains too inaccurate to make QoE values 𝑄 (𝑒𝑘 ) an informative

prediction for scores 𝑠𝑘 of yet non-rated experiences 𝑒𝑘 . As the number of samples increases, the

QoE model becomes more accurate, and its 𝑄 (𝑒𝑘 ) values steer IGS to select a more instructive

sample for further improvement of the model accuracy. Hence, RIGS starts by quickly picking

a series of initial experiences via RS and then switches to selecting the subsequent experiences

via IGS. iQoE controls the switching by parameter ℎ: the RIGS sampler selects the first ℎ experiences

from set 𝐾 randomly (Line 11 of Algorithm 1), the QoE model gets updated by the XSVR modeler

starting from iteration ℎ of iQoE (Line 19), and RIGS selects experiences ℎ + 1 through 𝐻 according

to the largest minimum 𝐷 𝑗𝑘 distance (Line 13). In Section 5.2, we analyze sensitivity of iQoE to

parameters ℎ and 𝐻 , show that the default setting of ℎ to 10 experiences is the most beneficial for

the final model accuracy, and evaluate RIGS against alternative samplers.

4.3 XSVR Modeler
We also aim for a simple and yet effective design of the XSVR modeler. To build accurate QoE

models, XSVR simultaneously considers a broad pragmatic set of influence factors. While many

additional influence factors might increase predictive power, e.g., electroencephalographic or other

psychophysiological signals [73], we restrict the choice of influence factors to those measurable

without special equipment in the viewer’s regular settings of video watching and compose an

eXtended (X) set as a superset of the influence factors in the 10 existing models discussed in Section 2.

The X set, which contributes letter X to the XSVR name of our modeler, comprises the following 10

influence factors: (1) representation identifier, (2) stall duration, (3) bitrate, (4) chunk size, (5) frame

width, (6) frame height, (7) indicator whether the bitrate is the highest in the bitrate ladder, (8) PSNR

capped at 50 [29], (9) SSIM, and (10) VMAF. All 10 influence factors are easily measurable and, in

particular, tracked by Waterloo-IV [27]. Because the 10 influence factors separately describe each

of the N chunks in each experience, XSVR employs a total of 10N features, which implicitly also

represent inter-chunk influence factors such as bitrate changes and their magnitude.

To understand how much the 10N features contribute to the predictive power of XSVR, we apply

the technique of permutation feature importance [15]. Once again, we turn to the Waterloo-IV

dataset and revisit four atypical raters H1, H2, H31, and H32 analyzed in Section 3.1. For each of

the 10 influence factors, we randomly shuffle the values of a particular influence factor in all N
chunks. As Fig. 4 shows for each shuffled influence factor, the shuffling diminishes the predictive

ability of XSVR by increasing, on average across the four atypical raters, both Mean Absolute Error

(MAE) and Root-Mean-Square Error (RMSE). Although some of the factors are more important

than others, all 10 of them contribute positively to the predictive performance, thereby justifying

the usage of all 10 influence factors in XSVR. Appendix A reports on XSVR feature importance in

more detail.
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The simplicity constraint calls for efficient approximation of the functional relation between QoE

and 10N features so that the memory consumption and training overhead of the QoE model on

the client device are insignificant. Whereas construction of QoE models increasingly relies on ML

techniques [52, 96, 98], we also adopt an ML-based solution but stay away from deep learning due

to its high computational complexity. Specifically, the XSVR modeler relies on SVR [8] because of its

memory efficiency and general effectiveness on small datasets with high-dimensional input spaces,

i.e., in the same sort of situations as ours. Section 5.2 evaluates XSVR design choices, including its

reliance on SVR vs. other simple ML-based solutions.

5 EVALUATION
5.1 Subjective Studies
Methodology overview. We conduct the subjective studies in two phases. The first phase directly

recruits 34 volunteers from around the globe and all walks of life. The number of 34 raters lies

between 15 and 40, i.e., in the range that the International Telecommunication Union suggests

for subjective tests in its Recommendation P.910 [54]. To generalize the conclusions to a broader

population, the second phase scales the total number of raters in our studies to 120 by leveraging

Microworkers, an online crowdsourcing platform [103].

To perform the studies, we develop a real website and deploy it on the Internet. A rater accesses

the website via a browser in the rater’s regular streaming setting at a time of the rater’s choosing.

For each rater, the website iteratively draws from a 1,000-element experience set a series of 120

experiences and transfers them one by one to the rater for playback and assessment. Each experience

contains four chunks characterized by the 10 influence factors described in Section 4.3. Every chunk

has the playback time of 2 s without stalls. We generate the experience set through simulations on

the Park platform [65] by using ThroughputRule (TR) [90], BBA [47], and MPC [107] as throughput-

based [55, 61, 62], buffer-based [68, 91], and hybrid [24, 46, 64] ABR algorithms, respectively, 102

network traces from three sources [2, 30, 81], a 13-representation bitrate ladder, and Tears of Steel
in its 4K version

1
as the source video. After watching an experience, the rater scores it on the 1-100

scale. The website allows the rater to pause the series of assessments and resume it later. Upon

completion of the 120 assessments, the website asks the rater to fill in a survey. Appendices B and C,

respectively, provide additional information on the website design and experience set.

Dataset. We collect and openly release, along with all accompanying code, a dataset consisting

of the 1,000-element experience set and 14,400 individual scores provided by the 120 raters [72].

115 of the raters answer all questions in the post-assessment survey. Among those who answer,

28% and 72% identify themselves as female and male, respectively, from locations in 47 countries

on four continents (with 45 home countries). The age ranges from 20 to 63 years old. 64% of the

respondents rank their participation in the studies as pleasant, with the other three options being

slightly annoying, quite annoying, and very annoying. Appendix D describes our dataset in more

detail. Due to the scarcity of real data on individual QoE perception, the collected dataset constitutes

a contribution of independent importance.

Ethical issues. The Ethical Board of our institute granted full approval to conduct the research.

The subjects opted into the studies via informed consent on the front page of the website, with

the consent required before any data collection could commence. The studies did not collect any

personal identifiers and did not open any opportunities for linking the collected experimental

results or demographic statistics with the subjects’ actual identities.

Atypical raters. In agreement with the definition of atypical viewers in Section 1, our subjective

studies involve 12 atypical raters comprising 10% of all 120 raters. Five and seven of the 12 atypical

1
https://mango.blender.org/download/ accessed last on October 10, 2023
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raters are from the first and second phases of the studies, respectively. Hence, both direct recruitment

and crowdsourcing contribute atypical raters to the studies.

Training and testing of the baselines and iQoE. The subjective studies configure the ℎ and

𝐻 parameters of iQoE to their default settings of 10 and 50 experiences, respectively, and consider

the 10 models from Section 2 as baselines. We randomly pick 50 experiences from the experience

set to train baselines, and reuse 10 of these 50 experiences as the iQoE’s initial ℎ experiences across

all 120 raters. iQoE relies on RIGS to select the subsequent 𝐻 − ℎ = 40 experiences for each rater,

and these 40 experiences are generally different across the 120 raters. Hence, 90 out of the 120

experiences assessed by a rater support model training, with each particular QoE model trained on

50 experiences. We use the MOSes and individual scores by the rater, respectively, to train eight

parameterized baselines and iQoE via regression. These parameterized baselines are models B, G,

R, S, V, N, F, and A, and the regression returns values for their parameters, e.g., parameters 𝜅, 𝜆,

and 𝜇 for the former five baselines and parameters 𝛼 , 𝛽 , 𝛾 , and 𝛿 for model F. The regression-based

training produces QoE models that predominantly compute QoE values on the 1-100 scale. On rare

occasions when a QoE model computes a value below 1 or above 100, we treat the spillover as a

prediction error without adjusting the out-of-scale value. Models L and P come without a publicly

available training module and compute QoE values on the 1-5 scale. We use these two models in

their public configurations trained by the models’ proposers and linearly map the computed QoE

values into the 1-100 scale. We test all 10 baselines and iQoE on the same set of 30 experiences,

which accurately represent the 1,000-element experience set. A shuffle of the 90 training and 30

testing assessments throughout the 120-assessment series ensures that the rater is unaware whether

the current assessment is for training or testing.

Metrics.We measure accuracy of QoE model𝑄 by means of MAE =
∑
𝑒𝑘 ∈𝐾 |𝑄 (𝑒𝑘 ) − 𝑠𝑘 |/|𝐾 | and

RMSE =

√︃∑
𝑒𝑘 ∈𝐾 (𝑄 (𝑒𝑘 ) − 𝑠𝑘 )2/|𝐾 |, respectively, where 𝐾 refers to a set of rated experiences, and

𝑠𝑘 and 𝑄 (𝑒𝑘 ) denote the rater’s score and QoE value of experience 𝑒𝑘 , respectively. As the variance

in the individual errors increases, RMSE exceeds MAE by a larger amount.

Results. To analyze the collected dataset and evaluate iQoE against alternatives, we examine

the following questions: (1) How heterogeneous is the QoE perception in the dataset? (2) How
consistent is the QoE perception over time? (3) How much of the rater’s time does iQoE take to

construct the personalized QoE model? (4) How does iQoE perform compared to the MOS-based

baselines? (5) Is iQoE superior to using multiple reference groups? (6) How does iQoE perform

compared to personalized versions of the baselines?

(1) Perception heterogeneity.We arrange the 120 raters in nondecreasing order of their median

scores and accordingly label the raters as Z1 through Z120. Raters Z1 through Z6 and Z115 through

Z120 comprise the 12 atypical raters. Fig. 5a depicts the individual and median scores of the 12

atypical raters and average rater ZA. The median scores of the atypical raters consist of six poor

scores between 29.5 and 38.5, three good scores of 80, 80, and 80.5, and three excellent scores of 85,

89, and 90. In contrast, the median score of average rater ZA, i.e., median MOS, is a good score

of 61. Fig. 5a corroborates that the QoE perception by atypical viewers differs dramatically from the
average QoE perception by all viewers.
(2) Scoring consistency over time. Raters Z8 and Z54 are the two raters who heed our request to

repeat the same assessment series in the same settings, e.g., with respect to the viewing device

and browser, 20 days after the original studies. For each of the two raters, Fig. 5b presents the

Pearson and Spearman correlations between the scores by the rater in the original and repeated

series. For both raters, the scores exhibit high correlation in regard to either values or ranks: the

Pearson and Spearman coefficients exceed 0.81 and 0.73 for raters Z8 and Z54, respectively. The
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Fig. 5. Results of the subjective studies.
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Fig. 6. iQoE vs. MOS-based QoE modeling.

Table 1. Average iQoE gains over the 10 baselines.

A S R P F G N V L B

All

raters

MAE 1.54 1.58 1.61 1.63 1.64 2.17 2.41 2.41 2.67 3.23

RMSE 1.42 1.47 1.53 1.57 1.52 2.03 2.43 2.43 2.51 2.89

Atypical

raters

MAE 2.18 2.19 2.24 2.06 2.1 2.59 2.87 2.87 2.81 3.55

RMSE 1.89 1.93 2.02 1.92 1.85 2.39 2.86 2.86 2.67 3.18

detected consistency of QoE perception over time indicates that personalized QoE models preserve
their accuracy over time without a need for frequent retraining.

(3) Time to construct the personalized QoE model. We analyze the collected dataset to estimate the

amount of time it would take for a viewer to construct the personalized QoE model. For each rater,

our subjective studies use 50 out of the 120 rated experiences to train the personalized QoE model.

Fig. 5c shows that the total playback time of the 50 experiences including the stalls varies across all

120 raters from 6.8 to 8.4 minutes. For the entire series of 120 rated experiences, the total playback

time including the stalls ranges from 17.5 to 19 minutes, and the overall completion time spreads

from 30.4 to 188 minutes, with the median value of 53 minutes. While the completion time excludes

all intervals between an explicit pause and subsequent resumption of the series by the rater, the

other contributors to the extra delay include downloading an entire experience before the browser

starts its playback, rewatching of an experience by the rater, reflecting on an appropriate score

for an experience, and being distracted by unrelated tasks without explicitly pausing the series.

Because the ratio of the playback times is close to the 120/50 = 2.4 ratio of the experience counts,

we use this 2.4 factor to estimate the median completion time for the 50 assessments to be around

22 minutes, which is relatively low. Hence, our estimates indicate that the amount of the viewer’s
time taken by iQoE to construct the personalized QoE model is affordable.
(4) iQoE vs. MOS-based modeling. To evaluate iQoE against the 10 baselines, Fig. 6 plots the

distributions of their accuracy. iQoE significantly outperforms all baselines and provides MAE

and RMSE values as low as 5.5 and 7.3, respectively. For 20% of all 120 raters, iQoE provides MAE

and RMSE of at most 9.3 and 11.8, whereas model A is the best among all baselines with the

corresponding MAE and RMSE of 14.3 and 17.6, meaning that the MAE and RMSE gain by iQoE

over the best baseline is 1.53 and 1.48 in MAE and RMSE, respectively. Table 1 shows that the

average gains by iQoE over the 10 baselines across all 120 raters range from 1.54 (model A) to 3.23

(model B) in MAE and from 1.42 (model A) to 2.89 (model B) in RMSE. The average gains for the 12

atypical raters are higher and vary from 2.06 and 1.85 (models P and F, respectively) to 3.55 and 3.18

(model B) in MAE and RMSE, respectively. Hence, while iQoE improves the model accuracy for

all raters, iQoE provides larger QoE gains to the atypical raters. Our results show that the average
accuracy improvement of iQoE over the MOS-based baselines is at least 42% for all raters and at least
85% for the atypical raters.
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Fig. 7. iQoE vs. multiple reference groups. Fig. 8. QoE vs. personalized baselines.

(5) iQoE vs. multiple reference groups. According to Section 3.2, multiple reference groups pose an

alternative to the iQoE approach of allowing each viewer to act as a rater in the construction of the

viewer’s personalized QoE model. The alternative requires more reference groups, with the raters

of each group having less heterogeneous QoE perception, and associates every viewer with the

most representative group. For this series of experiments, we conduct subjective tests with eight

extra raters on Microworkers so as to increase the total number of raters to 128, which is a power

of two and supports recursive partitioning of the rater population into equal-sized groups all the

way down to the single-rater groups. We rearrange the expanded set of 128 raters in nondecreasing

order of their median scores and correspondingly relabel the raters as S1 through S128. Under the

new labeling, atypical rater Z120 becomes atypical rater S128. In this experimental series, we use

rater S128 as the viewer and consider eight different partitions of the 128-rater population into one,

two, four, eight, 16, 32, 64, and 128 groups where the number of raters in each group equals 128, 64,

32, 16, eight, four, two, and one, respectively. The partitions and the viewer’s association with the

most representative group follow the order of the median scores. Specifically, as the number of

reference groups increases from 1 to 128, we associate viewer S128 with reference groups {S1, . . . ,

S128}, {S65, . . . , S128}, {S97, . . . , S128}, {S113, . . . , S128}, {S121, . . . , S128}, {S125, . . . , S128}, {S127, S128}

and {S128}, respectively. In the latter partition with the single-rater groups, the viewer and rater

are the same, implying that atypical rater S128 acts as the sole rater in building the personalized

QoE model.

Fig. 7 explores how much an increase in the number of reference groups helps the baselines

to bridge the accuracy gap with iQoE. Even in the single-rater partition, baseline models B, G, V,

N, L, P, and R still fail to close the gap in either MAE or RMSE. Personalized models S, A, and F

perform the best among the baselines. Because these models match the iQoE accuracy only when

the viewer becomes the sole rater, Fig. 7 supports the conclusion that iQoE produces more accurate
QoE models compared to the approach of multiple reference groups, unless the latter reduces itself to
personalized QoE modeling.
(6) iQoE vs. personalized baselines. To investigate the what-if scenario that personalizes the

baseline QoE models, we return to our default setting with 120 raters Z1 through Z120 and train

the baselines on the raters’ individual scores rather than the MOSes. Fig. 8 reports the accuracy

distributions for the personalized baselines vs. iQoE. As Section 5.1 mentions earlier, the training

modules of models L and P are not publicly available. Fig. 8 includes the results for models L and P

for completeness. Although the personalization of the baselines reduces the accuracy gap, iQoE

still outperforms all personalized baselines. In particular, the average gain by iQoE over the best

baseline, which is model A, across all 120 raters is 30% and 27% in MAE and RMSE, respectively.

Thus, we conclude that iQoE derives its accuracy advantage from both modeling personalization and
its specific design which combines the RIGS sampler and XSVR modeler.

5.2 Simulations
Methodology.While Section 5.1 leverages crowdsourcing to scale up the number of raters, the

method of subjective studies imposes other limitations on the evaluation scope. For example, it is
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Table 2. Accuracy of sampler-modeler combinations.

MAE RMSE

XSVR XGB RF GP XSVR XGB RF GP

RIGS 4.3±0.3 5.3±0.2 6.6±0.3 9.9±0.3 6.4±0.3 7.4±0.2 8.2±0.4 11.9±0.4

IGS 4.6±0.2 6.4±0.1 7.5±0.2 10.6±0.1 6.5±0.3 8.5±0.2 9.1±0.3 12.4±0.2

RS 4.7±0.2 4.5±0.2 4.7±0.3 9.1±0.3 7.8±0.4 7.7±0.4 7.6±0.5 12.1±0.5

GS 5.7±0.8 8.1±0.6 9.3±0.7 10.9±0.4 7.9±1.0 10.7±0.6 11.6±0.7 12.6±0.4

UC 9.7±1.9 7.1±0.4 7.7±0.3 14.4±2.0 13.2±1.8 9.8±0.4 10.5±0.2 17.2±1.8

QBC 5.0±0.2 4.9±0.3 6.4±0.4 9.0±0.5 8.1±0.4 8.4±0.6 8.0±0.4 12.3±0.8

incredibly difficult for a real rater to evaluate a series of 1,000 experiences. Because simulations are

a common way to enhance the scope of real-world experiments, this section develops and applies a

new simulation technique of synthetic profiling where a large number of synthetic raters quickly
evaluate experience series of an (almost) arbitrary length. Another aspiration for the synthetic raters

is to accurately represent the QoE perception of real raters. The proposed simulation technique

utilizes the proliferation of parameterized QoE models and refers to them as profiles. Whereas

the structure of a profile is predetermined, the profile produces a different instance with different

parameter values when trained on a different dataset, e.g., the individual scores of experiences by

a real rater. Each instance is a specific QoE model, which automatically and quickly produces a

specific QoE value when presented with values of the influence factors. Hence, we utilize each

instance to act as a synthetic rater. The training of 𝑝 profiles on the individual scores by 𝑔 real raters

has the multiplicative effect of creating 𝑝 × 𝑔 synthetic raters.
This paper applies synthetic profiling to 𝑝 = 8 profiles and 𝑔 = 32 real raters to create 𝑝 ×𝑔 = 256

synthetic raters. We take the 32 real Waterloo-IV raters from Section 3.1, models B, G, R, S, V, N, F,

and A from Section 2 as the eight profiles, and utilize the 256 synthetic raters to conduct large-scale

simulations where each synthetic rater assesses 1,000 experiences. We train (create) every synthetic

rater and test (collect QoE values from) the synthetic rater on 70%, i.e., 700, and remaining 30%, i.e.,

300, of all 1,000 experiences, respectively. In contrast, we train iQoE in its default settings on only

𝐻 = 50 experiences. Appendix E provides additional information on our simulation methodology.

Results. To validate the technique of synthetic profiling, we examine the Pearson and Spearman

correlations between the scores by the 256 synthetic raters and the 34 real raters from the first

phase of the subjective studies in Section 5.1. The scores are also for the same 120 experiences

as in Section 5.1. For each real rater, we find the most correlated synthetic rater, and Fig. 9 plots

the distribution of these closest correlations across all real raters. Both Pearson and Spearman

coefficients are high, above 0.7 for 80% of the real raters, and suggest that the synthetic raters
represent real raters accurately. For brevity, the rest of this section refers to synthetic raters as raters.

Our large-scale simulations with 256 raters corroborate the conclusion of the subjective studies

in Section 5.1 that the personalized QoE models built by iQoE greatly improve on the accuracy of

the MOS-based baselines. Appendices F, G, and H report the simulation results in more detail.

(1) iQoE design choices. We consider Uncertainty Clustering (UC) [88], Query By Committee

(QBC) [17], IGS [104], GS [108], and RS as alternative samplers and eXtreme Gradient Boosting

(XGB) [22], Gaussian Processes (GP) [78], and RF [39] as alternative simple modelers.

Table 2 shows that, with 50 assessments by the 256 raters, the tandem of RIGS and XSVR is the

most accurate among the 6× 4 sampler-modeler combinations and enables iQoE to achieve average

MAE and RMSE of 4.3 and 6.4, respectively, which are remarkably low for the 1-100 scale. With

XSVR fixed as the modeler, Fig. 10 shows that iQoE with its RIGS sampler consistently outperforms

the RS+XSVR, GS+XSVR, UC+XSVR, QBC+XSVR and IGS+XSVR alternatives, e.g., reduces average

RMSE to 7 after 39 assessments compared to 77, 57, 190, 96, and 43 assessments by the counterparts.

The assessment effort decreases, respectively, by a factor of 1.97, 1.46, 4.87, 2.46, and 1.10. Fig. 10
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Fig. 10. Evaluating the sampler design choice of iQoE.
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Fig. 11. Evaluating the modeler design choice of iQoE.
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Fig. 12. Sensitivity of iQoE to the ℎ parameter. Fig. 13. iQoE generalizability.

also plots the MAE and RMSE distributions for all individual raters after 50 assessments and also

backs the choice of RIGS for iQoE. For example, while iQoE attains MAE of 6 for 85% of the raters,

this percentage is 77%, 59%, 24%, 73%, and 79% for RS+XSVR, GS+XSVR, UC+XSVR, QBC+XSVR,

and IGS+XSVR, respectively. Fig. 11 examines different modelers in conjunction with RIGS. iQoE

in its reliance on XSVR consistently delivers lower average MAE and RMSE than the RIGS+XGB,

RIGS+RF, and RIGS+GP alternatives. Overall, the simulations support the adoption of RIGS and XSVR
by iQoE.
(2) Parameter Sensitivity. Fig. 12 analyzes sensitivity of iQoE to its parameter ℎ, which controls

the switch from RS to IGS in RIGS. With 𝐻 = 50 experiences, MAE and RMSE reach their mini-

mum values around ℎ = 10 experiences, justifying this default setting for ℎ. With 𝐻 set to 75 or

100 experiences, the impact of parameter ℎ on the model accuracy is less pronounced. Despite the

modest accuracy improvements, we consider RS a valuable contribution to RIGS because RS is also

simpler than IGS. Appendix G and its Fig. 17 show that the model accuracy is largely insensitive to

the balance between the training and testing sets unless the training set becomes quite small.

(3) iQoE generalizability. Not only size but also composition of the experience set affects the

constructed QoE models. We create three experience sets by using BBA, TR, or MPC as the ABR

algorithm in the Park platform. After training QoE models on each of the three sets, we test every

QoE model on all three sets and ensure that the training and testing portions of the sets never

overlap. This setup corresponds to a scenario where the current ABR algorithm of a QoE-based

streaming system relies on a QoE model built with an outdated ABR algorithm. Fig. 13 reports MAE

and RMSE for all combinations of the training and testing ABR algorithms. Training with BBA

yields excellent generalizability. With TR or MPC as the training ABR algorithm, the generalizability

is noticeably weaker. These results suggest that if the eventual ABR algorithm of the QoE-based

streaming system is unknown at the time of constructing the QoE model, BBA constitutes a

reasonable choice as the ABR algorithm for generating the experience set.

(4) iQoE overhead. We track the iQoE processing and memory overhead imposed mostly by the

RIGS sampler and XSVR modeler. Appendix H and its Fig. 18 demonstrate that the overhead is
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negligible. In particular, iQoE does not introduce a perceptible wait for the rater between successive

assessments.

6 IQOE INTEGRATION INTO VIDEO STREAMING SYSTEMS
6.1 Integration into a Video Streaming Platform
While the main focus of this paper is on personalizing QoEmodels andmaking iQoE sample-efficient

and accurate, we now discuss iQoE integration into video streaming systems. For concreteness, we

start by considering a specific hypothetical video streaming platform, or a platform for short.

Video streaming platform. The video-on-demand platform extensively employs the cloud and,

in particular, uses Amazon Elastic Compute Cloud (EC2) [4] to encode ingested video content into

multiple representations and train its proprietary cloud-based ABR algorithm. The ABR algorithm

leverages Reinforcement Learning (RL) to maximize a one-size-fits-all QoE model combining

VMAF, VMAF stability, and client-side stall duration as influence factors [46]. The platform quickly

adapts to specific network conditions by means of transfer learning [105], keeps its vast library

of videos in Amazon Simple Storage Service (S3) [7], and utilizes Amazon Relational Database

Service (RDS) [6] to store the viewer’s account information and large amounts of other structured

data about viewing behaviors and preferences. By relying on Amazon Redshift [5], the platform

analyzes the large-scale structured data to personalize content recommendations, trending lists, ad

selection, etc. [3, 33, 34, 92]. For efficient low-latency distribution of the video content to viewers

worldwide, the platform employs content delivery network (CDN) services from Akamai [1].

The platform’s client-side app. The platform has its own client-side application, or simply app,
available on smartphones, tablets, laptops, and other device types. The standalone app provides

the viewer with an interface to the platform’s cloud-based services. The supported functionalities

include authenticated access to the viewer’s account [70, 97], retrieval of personalized content

recommendations, viewing history, and other particulars of the viewer’s profile. The app also allows

the viewer to supply feedback, e.g., to rate videos and submit reviews, which the platform utilizes

as an input to its cloud-based recommendation engine. During regular streaming of a video to

the viewer, the app informs the cloud-based ABR algorithm about the client-side stall duration

and estimated throughput in real time by appending these data in the Common Media Client Data

(CMCD) format [13] to the Uniform Resource Locator (URL) of each Hypertext Transfer Protocol

Secure (HTTPS) message requesting a video chunk from Akamai. The CDN scalably communicates

the client-side data to the EC2 instance running the ABR algorithm of the session.

iQoE integration. iQoE represents an addition to the platform’s vast personalization portfolio.

The platform deploys iQoE as part of its regular updates of the client-side app and cloud-based

infrastructure. Whereas the platform already stores historical streaming traces in S3 and RDS

for the advanced data analytics in Redshift to identify popular content, preferred genres, etc.,

the platform reuses the historical traces to compile the experience set that iQoE utilizes later to

construct personalized QoE models for viewers. The platform composes the experience set offline,

characterizes the video chunks of each experience in the set with their precomputed values of QoE

influence factors, e.g., VMAF, and stores the experience set in S3. With 100 GB allocated to the

experience set, i.e., 10 times more than in Section 5, the storage requirement remains a tiny fraction

of the space consumed by the platform’s current personalization tasks.

Viewer’s role in the iQoE integration. After the app incorporates iQoE, the app’s interface

offers the viewer the option to build a personalized QoE model via iQoE. If the viewer exercises

this option, the app constructs the QoE model as described in Section 4, i.e., by downloading from

the cloud-stored experience set, playing back, and collecting the score for each of the experiences

chosen by iQoE for this viewer. The app uploads the constructed QoE model to the EC2 instance
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that trains a personalized ABR algorithm based on the personalized QoE model. The QoE and ABR

personalization incur acceptable storage and bandwidth overheads: whereas the personalized QoE

and ABR models, respectively, consume about 20 KB in the viewer’s device and 3 MB in the cloud,

the total amount of data communicated between the cloud and app during the QoE modeling is

around 500 MB. The platform offers the viewer the trained personalized ABR algorithm as one of

ABR options, including the one-size-fits-all ABR algorithm, for the viewer’s subsequent streaming

sessions. The app enables the viewer’s profile to store up to four personalized ABR algorithms so

as to accommodate different genres and contexts, e.g., streaming to a smartphone or HDTV device.

While our paper deliberately differentiates between the typical and atypical viewers because the

latter benefit more from QoE personalization and, thus, are more likely to adopt iQoE, the platform

permits any viewer to take advantage of iQoE. To clarify the relative utility of iQoE for the viewer,

the app’s interface offers a similarity check between the viewer’s personalized QoE model and the

platform’s one-size-fits-all QoE model.

Relationship with regular streaming. While the viewer dedicates time and effort to train the

personalized QoE model via iQoE, the training of the ABR algorithm in EC2 occurs concurrently

with regular streaming. Whenever the viewer wants to stream a video, the viewer launches the

regular streaming by selecting one of the ABR algorithms available in the viewer’s profile.

Application-layer operation. iQoE and the platform as a whole operate on the application

layer and communicate over HTTPS. Before or after incorporating iQoE, the platform does not

explicitly deal with network resource allocation or its fairness. The different application-layer

transmission patterns under the personalized ABR algorithms contribute to the increasing diversity

in network traffic, e.g., caused by the BBR [18] and CUBIC [36] congestion control algorithms

which have different levels of aggressiveness.

Privacy. The platform’s personalization of QoE modeling and ABR streaming strives for the same

main goal as the platform’s personalization efforts in general, i.e., enhancing the user experience.

On the other hand, any personalization intrinsically raises concerns about privacy, albeit seemingly

to a smaller extent for personalized QoE models than content preferences. The platform handles

the extended set of concerns through its traditional methods of data protection and privacy control.

6.2 Extensions to Other Streaming Systems
Alternative implementations of ABR streaming. While Section 6.1 discusses integration

of iQoE into a hypothetical video streaming platform that places the ABR logic in the cloud in

alignment with current industry trends, iQoE also integrates easily with the traditional client-side

ABR designs. The client-side ABR implementation diminishes the privacy concerns because the

viewer retains the personalized QoE model. However, the local personalization of the RL-based

ABR algorithm increases the load on the viewer’s device. By adopting instead a control-theoretic

ABR logic, e.g., BOLA [91], with the personalized QoE model as the optimization objective, the

system decreases the client-side overhead.

Live streaming. In comparison to the video-on-demand streaming in Section 6.1, live streaming

imposes different requirements, such as lower end-to-end latency. The system design also changes,

e.g., the client discards late frames instead of stalling the playback until the late chunk arrives.

Live-streaming systems, e.g., those leveraging WebRTC [19], integrate iQoE by using QoE models

with different influence factors, such as the frame rate [38]. Necessary modifications also include

techniques suitable for measuring QoE factors in real time, e.g., PSNR instead of VMAF for video

quality. In live streaming, the personalized QoE models offered by iQoE provide a promising

foundation for not only ABR decisions but also dynamic construction of bitrate ladders [95].

Volumetric video streaming, Virtual Reality (VR), and Augmented Reality (AR). iQoE
integration into these emerging applications is conceptually similar to the discussed above. The

Proc. ACM Netw., Vol. 1, No. CoNEXT3, Article 17. Publication date: December 2023.



17:18 Leonardo Peroni, Sergey Gorinsky, Farzad Tashtarian, and Christian Timmerer

main difference arises due to the need for distinct QoEmodels that account for dissimilar application-

specific influence factors. Motion-to-photon latency, viewport drift, and point density exemplify

the new relevant QoE influence factors [63, 110]. The design of QoE models for volumetric video

streaming, VR, and AR is a vibrant research problem without many definitive conclusions so far.

Fairness of network resource allocation. An intriguing possibility is to leverage iQoE to

improve fairness of network sharing, especially because the resource allocation in the current

Internet falls far short of theoretical ideals such as max-main fairness [14]. Whereas [56, 69, 109]

apply max-min fairness to QoE rather than flow rates, the personalized QoE models built by iQoE

represent an alternative to the one-size-fits-all QoE model as the basis for QoE fairness. As a word

of caution, QoE fairness is a controversial objective because of diminishing the incentives for an

application to achieve high QoE by utilizing the available network bandwidth more efficiently.

7 RELATED AND FUTUREWORK
While [26, 41, 44, 49] show great heterogeneity of QoE perception among humans, our new
dataset corroborates these findings. Unlike prior approaches to QoE personalization through

indirect inference [21, 58, 67, 73, 100] or control knobs for a generic QoE model [49, 71, 74], iQoE

is a novel personalization method that leverages a limited amount of explicit expressible feedback.

Whereas [20, 59, 66] apply active learning to traditional MOS-based modeling, the focus of our

work is on personalized QoE modeling. Future improvement of iQoE might benefit from additional
influence factors that include personal traits [32, 101, 117], sensitivity [113], emotions [37, 45],

and interests [31]. Although this paper deals mostly with QoE, our plans are to expand the work

into other aspects of video streaming such as power consumption on mobile devices [57, 112],

efficiency and fairness of network utilization [75, 76], and cross-layer design [114]. Also, while

iQoE does not seem to raise any privacy concerns, this question deserves a deeper investigation.

8 CONCLUSION
One-size-fits-all QoE models built by traditional MOS-based methods misrepresent the QoE percep-

tion by an atypical viewer. Seeking to empower the atypical viewers, this paper proposes iQoE, a

novel method that utilizes explicit, expressible, and actionable feedback from a viewer to construct

a personalized QoE model for this viewer. iQoE combines the RIGS sampler with the XSVR modeler

and exercises active learning so as to be sample-efficient and accurate. We use Microworkers to

accomplish subjective studies with 120 raters who provide 14,400 individual scores. Based on

the subjective studies, an iQoE session of about 22 minutes suffices for constructing an accurate

personalized QoE model. Compared to the best of the 10 baseline models, iQoE delivers the average

accuracy improvement of at least 42% for all viewers and at least 85% for the atypical viewers. The

large-scale simulations support design choices and clarify performance properties of iQoE.
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A XSVR FEATURE IMPORTANCE
The technique of permutation feature importance randomly shuffles the values of a feature and

measures the impact of the disruption on the predictive power of the model [15]. The measurements

reveal the importance of features for the predictive ability. In Section 4.3, we apply this technique to

select influence factors for the XSVR modeler. For each of the four atypical raters in the Waterloo-

IV dataset, we train XSVR separately and repeat the experiment 30 times. Fig. 4 in Section 4.3

demonstrates that all 10 influence factors of the X set contribute positively to the predictive power

of XSVR. Influence factors 8 (PSNR), 1 (representation identifier), 2 (stall duration), and 10 (VMAF)

are the most important as their disruption increases average RMSE across the four raters by 2.30,

1.90, 1.79, and 1.62 and average MAE by 2.19, 2.48, 1.58, and 2.33, respectively. On the other hand,

influence factors 3 (bitrate) and 4 (chunk size) are relatively the least important, as their random

shuffling worsens average RMSE by 0.18 for either of them and average MAE by 0.63 and 0.61,

respectively.

B WEBSITE DESIGN
Each rater accesses the first page of the website through a directly provided link and accepts terms

and conditions before commencing a session. Then, the website creates a new folder tracking the

session status and assigns a random unique identifier to the session. The subsequent page offers the

rater to watch a reference experience. This reference experience has the maximum quality among

all elements of the experience set and helps the rater to calibrate the highest expectations for the

experiences watched during actual assessments.

After this introductory stage, the website takes the rater to a current status page where the rater
can monitor the progress of the session, watch the reference experience, monitor own scoring

history, pause the session, or watch a new experience. Selecting the latter option opens a playback
window that automatically starts playing back the new experience to the rater. Because modern

browsers require an explicit command from the viewer to enlarge video dimensions, we do not

put the playback window into the full-screen mode automatically. Instead, the playback window

contains a button for full-screen toggling. We remove the control bar from the playback window

to prevent unwanted behaviours, such as skipping an experience to the end without watching

the experience. Fig. 14a shows a screenshot of the playback window with the full-screen button

in the bottom left corner and a scene from Tears of Steel. Once the experience playback ends, the

browser opens a scoring page where the rater can provide a score of the experience by sliding a bar

along the 1-100 scale, watch the reference experience, monitor own scoring history, or rewatch

(a) Playback window (b) Scoring page

Fig. 14. Screenshots of website pages.
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Fig. 15. Extra insights into the collected dataset.

the latest experience. Fig. 14b depicts the scor-

ing page. Upon the score submission, the

browser redirects the rater to a current status
page which displays the updated status of the

rater’s session. This cycle repeats until the play-

back window finishes playing back the last ex-

perience of the series. At each iteration, the

website saves information about the rater’s ses-

sion in .txt and .npy files and the current QoE

model in the .pkl format. The website implementation and deployment use Python 3.7 with Flask

1.1.2 for the backend, HyperText Markup Language (HTML), JavaScript, and Cascading Style Sheets

(CSS) for the frontend, and Apache 2.4.29 server on an Ubuntu 18.04.6 machine.

The rater’s machine installs cookies to enable the rater to resume a previously paused session

within three days. At the end of the assessment series, the website asks the rater to fill in a form

with the following information: the rater’s home country, the country where the rater takes the

assessment series, gender, age, viewing device, level of satisfaction with the assessment series, and

any optional suggestions.

C EXPERIENCE SET
To generate the 1,000-element experience set for our subjective studies in Section 5.1, we utilize

the Park platform [65]. Park simulates ABR streaming over a network trace that specifies dynamic

network bandwidth available for streaming. We experiment with TR [90], BBA [47], and MPC [107]

and select 34 real-world network traces from each of the FCC [30], Norway [81], and Oboe [2]

datasets, i.e., 102 network traces in total. The used bitrate ladder consists of 13 levels where

the resolution and bitrate range from 320×180 and 235 Kbps to 3,840×2,160 and 16,800 Kbps,

respectively [26]. To engender experiences with diverse scenes and increase the rater’s involvement,

we adopt Tears of Steel without its closing credits as the source video. The running time of the

video is about 10 minutes. We segment the video into 294 chunks by applying the FFmpeg and

MP4Box tools and transcode each chunk as per the used bitrate ladder. Our application of Park to

the segmented video produces 306 experiences. Under the constraints that an extracted experience

has stalls only between its chunks and that the total stall duration of the experience does not exceed

50% of the original running time without stalls, we randomly extract from the 306 long experiences

a set of 1,000 short experiences. Each of these short experiences consists of four chunks and has

the total playback time of 8 s without stalls.

D DATASET DETAILS
We report more details of our dataset described in Section 5.1. The answers to the post-assessment

survey indicate that 94% and 6% of the respondents complete the assessment series on a personal

computer and phone, respectively. 96% and 4% of the respondents view the experiences in Google

Chrome and Mozilla Firefox, respectively. We also track the screen resolution of each respondent’s

viewing device, detect 29 different resolutions altogether, and label them with the following reso-

lution identifiers: (1) 360×640, (2) 360×800, (3) 384×857, (4) 393×873, (5) 412×915, (6) 1,028×578,
(7) 1,093×615, (8) 1,241×697, (9) 1,280×720, (10) 1,280×800, (11) 1,360×768, (12) 1,366×768, (13) 1,440×
900, (14) 1,455×819, (15) 1,512×982, (16) 1,536×864, (17) 1,536×960, (18) 1,595×897, (19) 1,600×900,
(20) 1,680×1050, (21) 1,707×1067, (22) 1,728×1,117, (23) 1,856×1018, (24) 1,920×1,080, (25) 1,920×1,200,
(26) 1,928×970, (27) 2,048×1,152, (28) 2,560×1,440, and (29) 3,840×2,160. Resolutions 12, 16, and 24

are the most popular and account for 22%, 17%, and 18% of all resolutions, respectively. Fig. 15a

depicts the respondents’ scores grouped according to the screen resolution and reveals that the
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Fig. 16. iQoE vs. baseline MOS-based QoE models in the simulations.

resolution affects the QoE perception relatively mildly, with somewhat lower scores for the three

highest screen resolutions. Fig. 15b shows that 12 atypical raters Z1 through Z6 and Z115 through

Z120 of our dataset differ significantly in their QoE perception from average rater ZA.

E SIMULATION METHODOLOGY
To denote a synthetic rater, we combine the label of the respective synthetic profile with the number

in the name of the real rater on whose individual scores we train this synthetic rater. For example,

synthetic rater F32 corresponds to synthetic profile F and real rater H32. In the simulations, each

experience contains seven chunks, and the playback of each chunk takes 4 s without stalls.

Because a profile aggregates the QoE perception by the raters in the reference group behind

the respective QoE model, the usage of multiple diverse profiles allows the technique of synthetic

profiling to realistically enhance the heterogeneity of the QoE perception in the simulations. The

heterogeneity of the profiles also creates complications because the models vary in their ranges

of produced scores. To emulate scores given by real raters, we define a scoring function for each

synthetic rater by mapping the respective QoE model into the same scoring scale. Without loss of

generality, we employ the 1-100 scale and map QoE models 𝑄 into scoring functions 𝑆 through the

following equation:

𝑆 = 1 + 99

1 + 𝑒−(𝑄−𝜎 )𝜌
(3)

where least-squares minimization between Q values and assessment scores by the corresponding

raters configures parameters 𝜎 and 𝜌 .

We implement iQoE in Python 3.7. The implementations of RS, GS, UC, QBC, IGS and RIGS utilize

the modAL framework. The implementations of SVR, RF, GP, and XGB are from the scikit-learn

library with their optimal hyperparameters determined by grid search. The experiments run on

an Intel i7 machine that has six cores, 2.6-GHz CPUs, 16-GB RAM, and Windows 10, with each

experiment repeated five times by shuffling the experience set to improve generalizability.

F EVALUATION OF IQOE VS. MOS-BASED MODELING
In this set of simulations, each of the 256 raters from Section 5.2 scores the 700 experiences in the

training set. The respective 700 MOSes guide the construction of the eight MOS-based models,

while models L and P use their default configurations. iQoE trains its personalized models on

rater-specific sets of 50 experiences.

Fig. 16 evaluates the iQoE and MOS-based models in worst-case scenarios for iQoE. From each

of the eight rater profiles, we pick the rater whose QoE model has the largest MAE within that

profile, e.g., rater B6 within profile B. Even in these worst-case scenarios for iQoE, the personalized

QoE modeling decreases both MAE and RMSE substantially compared to the baseline MOS-based

models. On average over all 256 raters, iQoE reduces MAE by a factor of 7.63, 7.38, 4.53, 3.57, 2.79,

2.60, 2.60, 2.55, 2.43, and 2.34 in comparison to MOS-based models L, B, P, G, F, N, V, S, R, and A,

respectively. The corresponding reduction factors for RMSE are 5.74, 5.81, 3.54, 3.04, 2.33, 2.24,

2.24, 2.14, 2.03, and 1.95. Hence, in the simulations, iQoE improves the model accuracy over the

MOS-based models by a factor of at least 2.34 and 1.95 in MAE and RMSE, respectively.
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Fig. 17. iQoE sensitivity to the training-set share. Fig. 18. iQoE processing and memory overhead.

Fig. 16 also plots, as the rightmost bar in each bar group, the model accuracy of a MOS-based
iQoE variant that constructs a QoE model based on the MOSes instead of the individual scores by a

rater. Despite being trained on 50 experiences only, the MOS-based iQoE variant provides a similar

model accuracy as the best of the 10 existing MOS-based QoE models.

G SENSITIVITY TO THE TRAINING SHARE OF THE EXPERIENCE SET
By default, our evaluation uses 70% of the 1,000-element experience set for training, i.e., the training-

set share equals 0.7. Fig. 17 shows that average MAE and RMSE of the personalized QoE models

are largely insensitive to the training-set share. Only when the training-set share decreases below

0.2 (i.e., 200 experiences), the inaccuracy starts to ramp up. This result opens the possibility to train
iQoE on a smaller experience set, which has a positive effect of reducing the computational and

storage overhead.

H IQOE OVERHEAD
iQoE employs an iterative design where each iteration entails selection of an experience by RIGS,

assessment of the experience by the rater, and update of the QoE model by XSVR. We evaluate

overhead for the automated part of the iQoE method per iteration, from obtaining the rater’s score

of an experience until selecting the next experience for the rater.

We measure execution time of every iQoE iteration for each rater. Considering all 256 raters,

Fig. 18a plots the average and standard deviation of the per-iteration execution time as a function

of the iteration number. The execution time grows in a nearly linear pattern from iteration 11 to

iteration 241, which reflects the linear increase in the number of the accumulated assessment scores.

At iteration 11, the execution time exhibits a perceptible step-up because RIGS switches from RS to

IGS. At iteration 241, the execution time slightly decreases due to issues related to XSVR training. At

iteration 50, which corresponds to the default number of 50 experiences, the average execution time

reaches 54 ms, and the respective wait of the rater for the next experience still remains insignificant.

Because each experience lasts 28 s, 50 experiences take at least 23 minutes, not accounting for

unavoidable extra delays on the rater’s side, such as additional time to provide the scores. The

automated portion of the iQoE algorithm consumes a total of 1.82 s, which constitutes at most

0.13% of the total time to construct the QoE model.

Because memory pressure might degrade video streaming performance [99], we also track the

memory consumed by the personalized QoE model during its construction. For all 256 raters,

Fig. 18b depicts the average and standard deviation of the memory consumption, which grows in

a nearly linear fashion due to the increasing complexity of the refined QoE model. In the default

setting with 50 experiences, the personalized QoE model consumes 20 KB on average, which is an

extreme small amount by current standards. Overall, the results confirm that the time and memory
overhead of constructing an accurate personalized QoE model via iQoE is affordable.
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